Supervised Classification
Useful videos:
Selection of training classes - https://www.youtube.com/watch?v=cUbSYSHexDw
Using the Random Forest algorithm - https://www.youtube.com/watch?v=iJvW9q4v78w

We need to work on resampled data (i.e., data where all the bands we want to use for classification have the same spatial resolution).
For some reason, in SNAP supervised classification works only on Lat/Long data => data needs to be transformed (Reprojection).
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· In I/O Parameters set the input and output product, or if you want to save the output product to disk.
· In Reprojection Parameters leave Custom CRS checked with Projection preset to Geographic Lat/Lon (WGS 84)
· Uncheck the Reproject tie-point grid option (someone mentioned on the web that this is an unnecessary and time consuming operation)
Note: Data transformation can be done even after creating training surfaces.
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1) Defining training areas
a) Choice of classification classes
e.g.:
· Artificial land
· Agriculture areas
· Bare land
· Forest
· Water bodies

b) Creation of training areas
Note: There is a bug in SNAP version 8.0.0 that caused the created training surfaces to be unavailable again after closing the product, so updates had to be installed. Version 9.0.0. which is currently in the classroom, hopefully no longer contains this bug.

Training areas are created using a vector container. In menu Vector -> New Vector Data Container create a container for each class (either all at once or always create one container and then click training areas for a specific class)
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In the Product Explorer for a particular product, I can see that vector containers have been created.
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Same in Layer Manager
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Then I can create the actual training areas (preferably over an RGB scene). These are best created using the Polygon drawing tool.
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If I don't have any of my selected classes marked in Layer Manager, SNAP will ask us which class we want to draw the training surfaces to.
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Here I select the class and give OK. This way SNAP asks us twice and then remembers which class we want to draw. The disadvantage is that if we have already created all the classes and then want to draw into a previous one, it doesn't ask us which one we actually want to draw into. This can be solved by marking one given class in the Layer Manager. SNAP then doesn't ask us which class we want to draw to, because it is determined by that label.

[image: ]

Then I create the polygon representing the training area. It is a good idea to select as many training areas as possible to have enough samples to train the classifier.

[image: ]

This way I will select training areas for all classes.

c) Classification
In menu Raster -> Classification -> Supervised Classification choose a classifier (preferably Random Forest or Maximum Likelihood)
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In the ProductSet-Reader select the product you want to classify (Resampled and Reprojected).
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In the second tab set that you want to train on vectors. Select all the classification classes and all the bands that will enter the classification (can be NDVI band etc). You can also play around with the classifier parameters. For example, for Random Forest you can increase the number of decision trees.
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On the Write tab, set where the classified product will be saved. Click Run.

After the calculation is complete, a new product will appear in the Product Explorer. By clicking LabeledClasses in Bands we can view the classification result.
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In Colour Manipulation we can adjust the colour of each class.
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My result shows that there is mixing between artificial land and bare land => need to modify training areas.








After computing the classification, you may sometimes notice gray pixels in the classified layer that do not correspond to any color in the legend.
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These are "masked" pixels whose "Confidence" (see the Confidence layer in the classified product) is less than a certain threshold.
This limit can be changed by right-clicking on the LabeledClasses layer in the classified product and selecting Properties.
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Here we can then adjust the value in Valid-Pixel Expression from 0.5 to e.g. 0.2 to get rid of "masking" pixels with low Confidence.
[image: ]
[image: ]
image3.png
28_MSIL2A_20180421T100029_N0207_R122_T33UWR

Loyer Vector Raster Optical Radar Tools Win

BusL  WKTfrom Geometry





image4.png




image5.png
Product Explorer X

03 Metadatz
2 1ndex Codings

€3 Vector Data

B pins

8 ground_control_points
S Les

i voda

R Zelené pole

R Zorané pole

-0 Masks




image6.png
Layer Manager

® pins.
® ground_control_points.
® les

® vods

® Zelené pole

# Zorané pole

® [1] Sentinel 2 MST Natural Colors RGB

N




image7.png
180421T100029_N0207_R122_T33UWR _20180421T12064:

@B\





image8.png
[ select Vector Data Cont... X

Please select  vector data container:

izelené pole
Zorané pole

(o] [t | [ o





image9.png
® [1] Sentinel 2 MST Natural Colors RGB





image10.png




image11.png
L2A_20180421T100029_N0207_R122_T33UWR_20180421T120642_resampled._reprojected] - [C:\Users\Tomas\Documents\vyuka_DPZ\subset_0_c
Vector Raster Optical Radar Tools Window Help

U DRkl IBELETE FE»
e 0 3 Sentnel 251 ool ColorsRGB._X

24 2018 D642 resar

Geo-Coding Displacement Bands.

Subset,
DEM Tools >
nts Geometric >
Masks >
Dsts Conversion >
Image Anslysis >
Classfcation >] " Unsupenised Classfcation >
Segmentation > [ Supenised Coscaion 21| fondom Fores Cssiter
Export > KN Classfer

Bands extractor KDTree KNN Classifier

Maximum Likelihood Classifier

Minimum Distance Classifier

Spectral Angle Mapper Processor




image12.png
B Rendom Forest Classifier

ProdicSetReader | Random Forest Classifier  Write

Fie Name Type Acaquisition Track orbit

§¢/m|««w¢|





image13.png
I Random Forest Classifier

ProductsetReader  Random-Forest-Classifier | Write

Classfier

P
O Load and apply dssifier x

(OTrainonRaster (@ Train on Vectors

Evaluate dassfer O
Evaluate Feature Power Set

Feature Selection
Feature bands:





image14.png
/

K4





image15.png
podata [ 1 0.000% o cata
s o %.413%)

0 1.270%
‘zelené pole 2 %.7%%)
Zorané pole 3 5.725%|
izastavba g 29.8%4%]





image16.png




image17.png
(=88 [2] subset 0_of 528 _MSIL2A_20180421T100029_N0207 R122
@ Metadata
(@ Index Codings.
Q2 Vector Data
=@ Bands.
-0 -
[ Confidence  Add Elevation Band
0 Masks Band Maths...

Fitered Band...

Linear to/from d&

q Open Image Window
Add Land Cover Band

Navigation - 2] Labeled(
Cut CtrleX

Copy





image18.png
B LabeledClasses - Properties

Ut discrete dasses.
it
4553 ¢ 3

Confidence >= 0.5

Valid-Pixel Expression
Boolean expression which s used to identify vaiid pixels





image19.png




image1.png
BB (1] subset_0_of 528 MSIL2A_20180421T100029_N0207_R122_T33UWR_20180421T120642_resampled - [C:\Users\ Tomas\Docum
File Edit View Analsis Layer Vector

Raster Optical Radar Tools Window Help

SHDE L% J

Band Maths...
Fittered Band.

Convert Band

Propagate Uncertainty.
Geo-Coding Displacement Bands...
Subset...

DEM Tools

TN

Masks
Data Conversion
Image Analysis
Classification
Segmentation
Export

Bands extractor





image2.png
B Reprojection
Fie Hep

1/ Parameters  Reprojection Parameters
‘Coordinate Reference System (CRS)

®CustomcRS

(Geodetic datum: [World Geodztic System 1954
Projection: | Geographic LatfLon (WGS 84)

O Predefined GRS

Osecrsof

Output Settings
Preserve resolution

Output Parameters.

[] Add deltaltfon bands

Output Information
Scene width: 4653 pixel
Scene height: 3003 pixel
st WGS84(0DD)

Projection Parameters

Select,

[ Repreict Bepont e

No-data value:

Nan

Centerlongitude:  15°1542°E.

Center latitude:

059N
‘Show WKT

[(Ren ][ e





